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Abstract

This paper presents an optimized lexical post-processing
designed for handwritten word recognition. The aim of this
work is to correct recognition and segmentation errors us-
ing lexical information from a lexicon. The presented lex-
ical post-processing is based on two phases: in the first
phase a lexicon organization is made to reduce the search
space into sub-lexicons during the recognition process. The
second phase develops a specific edit distance to identify the
handwritten word using a selection of the sub-lexicons. The
paper exposes two original strategies of lexicon reduction
and a new approach to automatically learn an edit distance
specifically adapted to the properties of the on-line hand-
written word recognition. Experimental results are report-
ed to compare the two lexicon reduction strategies and first
results emphasize the impact of the learning process of the
new edit distance.

1 Introduction

The context of this study is handwriting recognition.
Today many applications need an handwriting recognition
module: PDA, tabletPC or smart-phones. Our isolated char-
acter recognition system RESIFCar [1] was integrated in
a smart-phone device. We work now to optimize RESIF-
Mot [2], an handwritten isolated words recognizer, which is
based on an analytic approach that proceeds by segmenting
the words according to different hypothesis of letter allo-
graphs. This analytical approach involves two known com-
bined problems: segmentation ambiguity and letter confu-
sion.

A lexical post-processing is necessary: it corresponds to
a disambiguation step where contextual knowledge is intro-
duced for the correction and the validation of the recogni-
tion results that we name “hypotheses”. Two kinds of lexi-
cal knowledge are often used [5]: a statistical representation

of lettern-grams [7] which are often used to order the word
recognition hypotheses (but can not be used to validate or
correct them); or a lexicon (this approach often implies the
development of string comparisons based on edit distance
algorithms). That is why the post-processing we propose
focuses on an approach based on lexicon. However the ap-
proaches with lexicons are computationally inefficient in a
large vocabulary context (above 10,000 words). The use of
a lexicon reduction is a way to decrease the number of string
comparisons [11, 10].

In this paper we focus on the lexical knowledge integra-
tion for the RESIFMot system. We study particularly two
aspects: the lexicon organization and the edit distance. The
aim is to deal with large lexicons according to material con-
straints (limited memory and resources) and to adapt an edit
distance to the specific problem of handwriting recognition.
In [4] we presented a first approach to organize and reduce
the lexicon which is quite static and offer few improvement
possibilities. That is why we explore a new and more flex-
ible lexicon organization approach. A classic edit distance
does not allow to solve specific problems of handwriting
recognition. Some adaptations have been carried out to take
this problem into account [4]. Even if good results are ob-
tained, an empiric and manual estimation of the differen-
t edit operations and their respective costs is needed. We
present here an automatic method to define edit operations
and costs according to the recognition system properties: so
it is possible to follow the evolution and improvement of the
recognition module. Moreover, this new edit distance im-
proves lightly the recognition rate. Few works relate string
edit distance learning methods: in [12] we can find an oth-
er method based on a probabilistic distance learning and an
optimization with an EM algorithm.

In section 2 we present the principle of the lexical post-
processing. Section 3 contains a brief presentation of the
first lexicon organization approach and a more detailed p-
resentation of the second organization approach. In section

Proceedings of the 9th Int’l Workshop on Frontiers in Handwriting Recognition (IWFHR-9 2004) 
0-7695-2187-8/04 $20.00 © 2004 IEEE 



4 we expose the edit distance principle, the first realized
adaptations and their limits. Section 5 is dedicated to the
new edit distance based on our automatic learning method.
Experiments and results are reported in section 6: we com-
pare the two lexicon organization approaches and we eval-
uate the impact of the new edit distance on the recognition
rate.

2 Basic principle of lexical post-processing

We focus our study on two problems: lexicon organiza-
tion and adaptation of the edit distance to the handwriting
recognition problem. The lexical post-processing approach-
es we present are made up of two phases: lexicon organiza-
tion (and indexation of sub-lexicons from the complete lexi-
con) and lexical post-processing (exploitation of the knowl-
edge, the organized lexicon, using a specific edit distance).
The lexicon organization phase corresponds to ana priori
clustering of the words having the same global character-
istics into sub-lexicons. During the post-processing phase
only some pertinent sub-lexicons are activated: it is the re-
duction step (step 1 in figure 1). This step permits to lim-
it the search space when recognizing. The second step of
the post-processing phase is based on a matching (edit dis-
tance) between the recognition hypotheses and the words
inside the pertinent selected sub-lexicons (step 2 in figure
1). Choices concerning lexicon organization, indexation,
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Figure 1. Lexical knowledge exploitation.

reduction and edit distance are important because they have
a direct influence on the post-processing quality in terms of
time, recognition rate and memory requirements.

3 Lexical knowledge modeling

The aim of the lexicon organization is to structure the
lexicon for the reduction process. The reduction consists in
the selection of one or several pertinent sub-lexicons with

different criteria. The reduction can be either dynamic, sub-
lexicons are formed during the post-processing phases, or
static, sub-lexicon area priori determined and indexed. We
choose a static reduction method to lower the computation
time. The aim is to produce the smallest sub-lexicons with
a robust access criteria: the post-processing time decreases
with the sub-lexicon size, but the risk to select a “bad” sub-
lexicon increases.

Following this idea, we use global word characteristics
to organize the lexicon into sub-lexicons according to their
shapes. These characteristics can be considered as orthogo-
nal information from those obtained by the analytic recog-
nition process [9]. Word shapes are based on the most per-
tinent downstrokes (downstrokes shapes in figure 2), which
are robust in handwriting [2] and composed of four sorts of
pertinent downstrokes: ascender, descender, long and me-
dian.

We worked on two lexicon organization approaches. In
the first approach [4] words are grouped according to their
visual similarities and their size. Then the reduction step
consists in selecting the sub-lexicons having exactly the
same generic shape and similar size than the recognition hy-
potheses. In the second approach characteristic vectors are
extracted from words and grouped in fuzzy clusters using
an unsupervised clustering algorithm. A distance computa-
tion between vector hypotheses and sub-lexicon indexes is
needed to select the nearest sub-lexicons.

First approach of organization: words classification
from their generic shapes
The principle of this organization is to group the words with
near shapes and sizes in the same sub-lexicon. The shapes
are compressed. This is done by replacing a sequence of
successive median downstrokes by only one. This cod-
ing increases the importance given to the prominent down-
strokes because they are more robust than the median down-
strokes in handwriting. We name such compressed shape:
generic shape (see figure 2). To compensate the informa-
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Figure 2. Generic shapes.

tion loss due to the compression step, a characteristic of the
word length is added. It is based on an approximation of the
downstroke number. These two global characteristics di-
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rectly induce the static lexicon organization in sub-lexicons
(they index the sub-lexicons).

Second approach of organization: unsupervised clus-
tering from words characteristic vector
We present here a new approach based on an automatic
clustering of visually similar words using a fuzzy unsuper-
vised clustering algorithm. Each word is represented by
a n-dimensional characteristic vector depending on robust
information of handwriting. These characteristics are de-
fined from word shape elements: median downstroke num-
ber, prominent downstroke number, and informations about
the relative position of prominent downstrokes in the word.
We use the unsupervised clustering algorithm FCM (fuzzy
c-mean [6, 3]), to generate the sub-lexicons. These clus-
ters are indexed by their centers or prototypes. The words
are distributed in one or several clusters according to their
membership degree. Redundancy is introduced specifically
for words whose global form is near from several centers.
Several parameters have an influence on this organization
performances: first, the choice of the cluster numbers in-
fluences the sub-lexicons size and the post-processing time
and quality and second the choice of the characteristics is
an important factor for the organization quality. These two
parameters bring flexibility and improvement possibilities
to the organization. After thisa priori organization step, we
obtain a set of indexed sub-lexicons.

4 Lexical knowledge exploitation

The lexical post-processing, based on the hypothesis list,
coming from the recognition process is constituted of t-
wo steps: first, the lexicon reduction to select one or sev-
eral pertinent sub-lexicons (step 1 on figure 1); second,
the string matching between recognition hypotheses and re-
duced lexicon words using a specific edit distance, in order
to determine the nearest lexicon word from the handwrit-
ten word (step 2 on figure 1). We present in the following
subsection strategies for the lexicon reduction depending of
the lexicon organization. In subsection 4, we introduce the
notion of edit distance and its adaptations to handwriting
recognition.

Lexicon reduction strategies
During the reduction step, the strategy depends on the cho-
sen lexicon organization. In the case of the organization
with generic shapes, the reduction corresponds to the ex-
act comparison between the pair (generic shape, size) and
the sub-lexicon index. In the case of the organization with
FCM unsupervised clustering, the distance between word
vectors and each index is computed to estimate the nearest
sub-lexicons. The number of selected sub-lexicons depend-
s on a thresholdε defined as follow:dmin(i)/d(i, j) ≤ ε

wheredmin(i) is the distance between the word vectori
and its nearest center andd(i, j) is the distance between the

word vectori and the centerj. The thresholdε permits to
adapt the number of selected sub-lexicons: if a word vector
is near only one center then only one sub-lexicon is select-
ed. An evaluation of the impact ofε is presented in section
6.

Principle of an edit distance dedicated to handwriting
recognition
Several distances can be used to correct and validate the
recognition hypotheses. First, we present an extension of
the Levenshtein distance [8] (substitution, insertion and
deletion) to handwriting and then an optimized version
more adapted to the recognition system RESIFMot.

Extended distance
Seni, Kripasundar and Srihari [13] extended the Leven-
shtein distance to compensate the specific errors induced by
an handwriting recognition process. They added three edit
operations with static costs: fusion, division and pair sub-
stitution. These costs are static and can belong to three cat-
egories for each operation: very likely, likely and unlikely.
Edit operation tables and costs associated to each category
for each operation are empirically determined (see table 1).

Table 1. Examples of edit operations for fu-
sion (fus) and substitution (sub).

very likely fus likely fus very likely sub
cost: 0.3 cost: 0.35 cost: 0.25

cl → d ls → h a → u
cr → a oj → g b → h

... → ... ... → ... ... → ...

Modified distance:distmodif

We have optimized this extended distance [4] by introduc-
ing a penalization factor depending on structural differences
between the compared characters (first modeling level of
RESIFCar system [1]). An other penalization factor is
based on the absence or on the presence of diacritic sym-
bols (dots, t-bar, ...) which is a global information detected
during the recognition phase.

This modified edit distance offers interesting results in
comparison with the extended distance. However an empir-
ical determination of the edit operations and their associat-
ed costs is needed (see table 1). Taking into account all the
possible operations is very long and difficult. That is why
we introduce here an automatic learning mechanism, pre-
sented in the following section, in order to define the set of
possible edit operations and their associated costs.

5 Automatic learning of an edit distance for
handwriting

Manually determining the tables set and the costs is dif-
ficult. Moreover these operations depend on the recognizer
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properties, that is why improving the recognizer require to
make a new empirical adaptation of the edit distance. In or-
der to automatically build all the edit tables and their asso-
ciated costs, we design an automatic learning process based
on two steps (see figure 3): the first step uses the recognition
system in a supervised mode to detect the set of all possi-
ble edit operations with a basic matching rule (distlearn);
the second step corresponds to the edit cost computation
for all the possible edit operations in order to determine the
edit distance parameters. The two steps are presented in

recognition
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recognition
hypotheses

supervised
learning

edit operation
frequencies

edit tables

distauto

edit costs
computation

Incremental learning process

1

2

string matching
rules distlearn

Figure 3. Principle of the edit distance learn-
ing.

the following and permit to learn the parameters of the new
edit distance:distauto. Then we present an improvement
method fordistauto inspired from boosting approaches.

Basic matching rule definitions:distlearn

Our aim in this section is to initialize the learning by a first
estimation using basic matching rules. The basic matching
rules are defined according to the word shapes. We consider
the word shape as a canonic downstroke sequence. We de-
note byshape(m) the shape of the wordm composed with
the downstroke sequence. Thewordref corresponds to a
symbolic transcription of the handwritten word: this is the
ground truth. Thehyp is a character string produced by the
recognition process.

The learning distancedistlearn is composed of six char-
acter edit operations: substitution, insertion, deletion, fu-
sion, division and pair substitution. An initial cost is al-
lowed to each operation according to the character shapes.
For op1, regrouping the operations of substitution, fusion,
division and pair substitution, we have:

costop1(A,B) =

{
0 if A = B
costfixedop1 if shape(A) = shape(B)
costinfinite otherwise

For op2, the costs for the insertion and deletion operations
are defined as follow:

costop2(A) =

{
costfixedop2 if A contains only median

downstrokes
costinfinite otherwise

The fixed costs associated toop1 andop2 operations are
empirically defined according to the modified distance (see

section 4). This basic distancedistlearn is based on funda-
mental word structures and allows a matching between the
learning pair: a word labelwordref and an hypothesishyp.
The edit operations selected and counted in the learning ta-
bles correspond to the operations that obtained the minimal
distance.

Step 1: computation of the edit operation frequencies
We usedistlearn to match the learning pairswordref -hyp.
Insertion and deletion are allowed only if the hypothesis
downstroke number is not correctly detectedi.e. if the hy-
pothesis downstroke number is different from the expected
wordref downstroke number. At the end of each match-
ing, confused character sequences and their occurrences are
counted in edit tables. For instance, if we consider the
matching between “vmascimum” (hyp) and “maximum”
(wordref ). The minimal distance is obtained with thev
deletion and the fusion ofs andc in x. Thenv is added in
the deletion table and(sc, x) in the fusion table. This learn-
ing is realized with the matching between labeled words
wordref and then first recognition hypotheses. It is possi-
ble to increase the importance of the edit operations learned
from the nearest hypothesis by introducing a weight in the
count of these operations in the edit tables.

Step 2: edit costs computation
This step consists in assigning a cost to each edit operation
according to the frequencies which have been learned in the
edit tables. The main idea is to assign a low cost to very fre-
quent operations and a high cost to non-frequent operations.
For each edit operationop the cost is proportional to1/#op

(#op is the frequency computed in 5). After this step we
obtain the new edit distancedistauto.

Improvement of the learning process
We recently experimented an improvement process for the
edit distance learning. The main idea is inspired by the
boosting concepts [14]. We developed an incremental learn-
ing process based on three iterative steps: first, learning a
new edit distance using the automatic learning distance p-
resented before, second compute the errors for this distance
on the learning base (pairswordref -hyp), third modify the
weights of the learning base elements according to errors.
At each iteration a new distance is computed according to
the precedent distance. The incremental process permits to
modify the impact of the counted edit operations accord-
ing to the error rate: the importance of an edit operation is
decreased if the current edit distance can not correct the hy-
pothesis, but is increased otherwise. That means the learn-
ing process focuses on the errors that the current distance
does not correct. AfterN iterations of this improvemen-
t algorithm we obtainN edit distances and their associat-
ed error rates. For the post-processing, a new edit distance
(distautoInc) is computed by a combination of theseN dis-
tances in order to give them an importance inverse to their
error rate.
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6 Experimentations and results

First, we report experimental results to compare the t-
wo different post-processing approaches according to the
recognition rate, the post-processing time and the memory
size requirement. Then we illustrate the impact of the edit
distance learning method. The word recognizer RESIFMot
we use is in an optimization phase, that means that we focus
for the experiments on relative recognition rates.

Impact of the lexicon organization
The tests have been carried out on a base of 2000 hand-
written words (from two writers). These words are the
1000 more likely words in English. We present the post-
processing impact using a 25000 word lexicon including
these 1000 words. The handwritten words are in lower case
but this is the only constraint for the writers. The test set
is independent of the learning set recognition system. The
conditions of this experiments are the same than those ex-
posed in [4]. We present results for the second organization
approach,i.e. the word vectors clustering, before compar-
ing them with the results of the first method,i.e. the generic
shapes (section 3).

Figure 4-a concerns the influence of the sub-lexicon
number on post-processing time and recognition rate. The
post-processing time, which is directly dependent on the re-
duced lexicon size, decreases when the sub-lexicon number
for the organization phase increases: the sub-lexicons are
smaller. The recognition rate is around 78% (using a 25000
word lexicon) and is maximal for this experiment for a val-
ue of 250 clusters. Figure 4-b presents the impact of the
thresholdε (section 3). This parameter has an influence on
the number of selected sub-lexicons during the reduction.
The number of selected sub-lexicons is inversely propor-
tional to ε. According to this study, the optimal value for
our lexicon isε = 0.95. We use several criteria to com-
pare the two lexicon organization approaches (see table 2):
recognition rate, correct selection rate (i.e. how much times
the correct word in is the reduced lexicon), lexicon words
redundancy rate (i.e. how much time a word is present in
the lexicon), and relative post-processing time. The “list”

Table 2. Comparison of the organizations for
a lexicon of 25000 words.

1. generic 2. word vectors list
shapes clustering

redundancy rate 1.9 1.3 1
reduced lex. size 1000 w. 3000 w. 25000 w.

20 x faster 7 x faster
correct selection 98% 96% 100%
recognition rate 80% 78% 80 %

column corresponds to a lexicon without any specific or-

%

number of clusters

re
co

gn
iti

on
 r

at
e

(a)

nu
m

be
r 

of
 w

or
ds

95

80

85

90

100

0

1000

2000

3000

4000

5000

6000

7000

0 50 100 150 200 250 300 350

recognition rate
reduced lexicon size

75

70

65

60

threshold

re
co

gn
iti

on
 r

at
e

(b)

%

nu
m

be
r 

of
 w

or
ds

4000

3400

4200

3800

4400

3600

75

76

77

78

79

80

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

recognition rate
reduced lexicon size

3200

3000

2800

2600

2400

Figure 4. Influence of the sub-lexicon number
(a) and of the threshold ε (b) on the recogni-
tion rate and on the reduced lexicon average
size.

ganization. It is a reference to compare the two others. We
observe that the first approach has a slightly better influence
on the recognition rate and on the post-processing time than
the second, but the redundancy rate is higher: in average a
word is present 1.9 times in the lexicon. This introduces an
important memory requirement. For the second approach,
the redundancy rate is interesting, but the correct selection
rate is lower (and the recognition rate decreases in the same
way).

Impact of edit distance on recognition rate
Now we aim to compare the recognition rate obtained with
the modified edit distancedistmodif (with an empirical e-
laboration), the automatically learned edit distancedistauto

and its improved versiondistautoInc. For these experiments
we use a data base composed of 6000 words written by 7
writers. The learning set is a 3000 handwritten words base
(4 different writers). The distance evaluation is carried out
with an other handwritten base: 3000 words written by 3
other writers. This approach is writer-independent because
learning set and test set are independent. The results re-
ported in table 3 show that the automatically learned dis-
tancedistauto permits to obtain slightly better results (er-
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Table 3. Recognition rate; omni-writer contex-
t, 25000 words lexicon.

rank distmodif distauto distautoInc

1 72.69 % 74.17 % 74.49 %
2 78.81 % 80.56 % 80.88 %
3 81.27 % 83.34 % 83.72 %
4 83.37 % 84.76 % 86.12 %
5 84.23 % 85.79 % 87.01 %

ror reduction rate: 5.7%) than with the modified distance
distmodif empirically computed. These results are very in-
teresting because they introduce the possibility to follow the
recognition module evolutions by an automatic adaptation
of the edit distance. The first impact of the edit distance
learning improvementdistautoInc is low (error rate reduc-
tion: 6.9% after 15 iterations) but this method allows to
reach the edit distance limits: the study of the remaining
error cases show us that they can not be solved by an edit
distance. Our perspectives are to introduce statistical infor-
mations (lettersn-grams) directly in the segmentation graph
of the recognition process.

7 Conclusion

In this article we presented two lexicon organization ap-
proaches and a method to automatically learn an edit dis-
tance dedicated to handwriting recognition. Experimental
results highlight the main interests of the lexicon organiza-
tions: for the first approach using generic shapes, a time
reduction and for the second approach using word vectors
clustering, a reduced memory size. The second approach
offers future optimization possibilities, that we are going to
explore in our future works.

The automatically edit distance learning method avoids
the empiric and hard elaboration of the precedent distances
for the handwriting recognition. The results obtained show
that it is possible to automatically adapt the distance to the
recognition module and to its evolutions. This is a funda-
mental point to converge on an accurate handwriting recog-
nition system. The first results for the incremental improve-
ment of the edit distance learning permits to reach the limits
of the edit distance correction possibilities.
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