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Abstract satisfactorily in the presence of incomplete or noisy data and
they can learn from examples. LeCun et al. [5] successfully
A script independent recognition scheme for handwrit- applied constrained backpropagation based network for the
ten characters using multiple MLP classifiers and wavelet numeral recognition task. Knerr et al. [6] showed that only
transform-based multiresolution pixel features is presented. single-layer neural network may be successfully employed
We studied four different approaches for combination of for recognition of handwritten digits. The hybrid scheme of
multiple MLP classifiers and observed that a weighted ma- [7] successfully used self-organizing feature map for obtain-
jority voting approach provided the best recognition per- ing graph-representation of an input character image and
formance. Also, a thumb rule for the selection of network subsequently a sub-grouping was done depending on a few
architecture has been obtained and a dynamic strategy for shape features and final classification was performed with
selection of training samples has been studied. The dynamidhe help of MLP classifiers. Shimizu et al. [8] successfully
training set selection approach often makes the training used mirror image learning to improve the recognition ac-
procedure several times faster than the traditional training curacy of auto-associative neural networks.
scheme. In our simulations, 98.04% recognition accuracy  Possibly the most important aspect of a handwriting
has been obtained on a test set of 5000 handwritten Banglarecognition scheme is the selection of a good feature set
(an Indian script) numerals. Our approach is sufficiently which is reasonably invariant with respect to shape varia-
fast for its real life applications and also script indepen- tions caused by various writing styles. A large number of
dent. The recognition performance of the present approachfeature extraction methods are available in the literature [3].
on the MNIST database for handwritten English digits is So instead of proposing another feature extraction method,
comparable to the state-of-the-art technologies. it seems justified to investigate how an existing feature ex-
traction method(s) can be used along with an intelligent
classification strategy to achieve both speed and acceptable
recognition accuracies in different scripts.
In this article, we present a detail analysis of a multi-
resolution recognition approach for isolated handwritten nu-
Extensive research works on recognition of off-line merals. The present approach does not consider any script
handwritten characters, in particular numerals, have beenspecific feature. Smooth.Smooth components of the in-
carried out since the last few decades because it is a clasput numeral image at different resolutions of Daubechies’
sical problem of pattern recognition and it has enormous wavelet transform are considered as the features at the re-
application potentials [1]. A wide variety of algorithms / spective resolution levels. At each such resolution level
schemes exist for off-line recognition of isolated handwrit- a distinct MLP has been used as the classifier. Simi-
ten characters [2, 3] and each of these has their own meritdar features had been considered before in a cascaded ap-
and demerits. proach [9] providing approximately 93% recognition accu-
The existing character recognition schemes differ from racy on Bangla numeral database. Later, a majority voting
each other mainly with respect to feature selection / ex- scheme [10] improved the recognition accuracy on Bangla
traction method and classifier used. Several authors connumeral database to approximately 97.2%. In the present
sidered neural networks for the classification purpose andstudy, this recognition accuracy has been improved to ap-
many high accuracy character recognition systems are neuproximately 98%. This improvement to the recognition ac-
ral network (NN) based [4] mainly because they perform curacy is the result of three modifications over the earlier
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approach. These modifications consist(ef using a dy- 2. Wavelet descriptor for multiresolution rep-
namic selection strategy for training sampl@s;obtaining resentation of pixel image

a thumb rule for the selection of optimal architectures of
each MLP at different resolution levels afig considering

a weighted majority voting scheme for the combination of
the outputs of different MLP classifiers. Each of the above
three actions contributed to the improvement of the perfor-
mance. Dynamic training set selection strategy not only sig-
nificantly reduces the time required for the training of each
MLP, additionally it marginally improves the generalization
performance. The classification accuracy provided by an in-
dividual MLP, largely depends on the number of nodes in its
hidden layer(s). During extensive simulation runs, we ob-
tained a thumb rule for determining the hidden layer size

providing a near-optimal classification performance. Fi- . .
. . . .. they are. A wavelet transform is usually implemented by a
nally, we considered four different strategies for combining | . : — .
binary tree of filters. The art of finding good wavelets lies

the results of the concerned MLPs and the best result was ; , ; .
: . : o ) In the design of these set of filters which achieve the above
obtained using a weighted majority voting scheme.

trade-offs and also make the perfect reconstruction of the
In this report, we present simulation results on two original signal possible.
databases of different scripts — (i) MNIST database [11] for ~ The working principle of a wavelet transform is as fol-
handwritten English numerals and (i) ISI database [12] for lows. An input signale is split into a lowpass or smooth
handwritten Bangla (the second most popular script in the componentz, and a highpass or detail component re-
Indian subcontinent) numerals. Samples from each of thesespectively by a lowpass filtef. and a highpass filtef.
two English and Bangla databases are shown in Fig. 1(a)Both of these two components are down-sampled in the ra-
and Fig. 1(b) respectively. On (i) we obtained 98.546% tio 2:1. The lowpass componeny is then split further into
correct classification and 0.694% rejection on a test set ofxgy andzg; by using the above filters for the second time
10000 English numerals and on (ii) we obtained 98.04% and these are again down-sampled in the ratio 2:1. This
correct classification and 0.74% rejection on a test set of process (pyramidal algorithm [13]) of splitting and down-
5000 Bangla numerals. The speed of recognition is moresampling is continued as far as required or a trivial size of
than 60 numerals per second on a PIV desktop computer. the smooth...smooth component (usually 2) is reached.
The first and simplest possible orthogonal wavelet sys-
tem is the Haar wavelet (Thesis of A. Haar, 1909). How-

A wavelet transform is orthogonal and operates on an
input vector whose length is an integral power of two. This
is afast linear operation. It generates a vector which is of the
same length but numerically different from the input vector.
Wavelet transform can be viewed as a rotation in function
space, from the input domain to a different domain. The
basis functions of the wavelet domain are called wavelets.
Wavelets are quite localized both in space and in frequency.

There exist infinitely many possible sets of wavelets and
different sets of wavelets make different trade-offs between
how compactly they are localized in space and how smooth

e [D][O]O[OI]0IO]6[e]0] =z [OIOD[AITOIDAB] S ever, Daubechies [14] constructed a set of orthonormal
oe (LA [ [71 ] o RD3D[5[2]8]5 [S[S]  wavelet basis function that are perhaps the most elegant.
ro 22| Z[alal 23] o RAR22ITRI21L] Thege wavelets are compactly supported in the time-domain
ﬂﬂ‘e€3533355 3|33 ﬂn‘eeOG(jU\)@(af\D\D\ﬁ . . .
o (%4144 4d| 7w 4 W RS T E R e andhave good frequency domain decay. This describes
me (6516555325 ¢ = |(EaldGlaelCle @@ the reason behind our choice of Daubechies wavelet trans-
s |GG\l 6|0k ||F|6) s AN YNV NG LY form. The simplest member of this family of wavelets is the
swa\ 3| 7|7 |77\ 7\7 A7 sea F§ 7941912919 Daubechies-4 wavelet which has only four coefficients
s | F|3 (¥ 882|388  mar I[bl|U | 5o | v]¥ |-
w [@1919[9T1a19[9s]7] e DlPDI5lLS ISl |, _1+V3 _3+VE  3-V3  1-V3
0 — s 01 — s U2 — y 03 =
(a) (b) 42 42 42 42

The above coefficients form the lowpass or smoothing filter
L and another set of four coefficients

hog =l3,h1 = —la,hg =11 andh3 =—ly

Figure 1. Typical sample sets of handwritten
numerals (a) English (b) Bangla

The rest of this article is organized as follows. In Sec- form the highpass filtef{. (In signal processing contexis
tion 2 we describe wavelet transform-based multiresolution and H are called quadrature mirror filters.)
features. MLP classifiers and their combination strategies A simple extension of the above principle to multidimen-
are described in Section 3. The multiresolution recognition sional arrays is possible. A wavelet transform of an image,
scheme and its various issues improving the performancea 2-dimensional array, is easily obtained by transforming
are described in Section 4. Simulation results are reportedthe array on its row index (for all values of its column in-
in Section 5. Section 6 concludes the present article. dices), then on its column. Each transformation corresponds
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to multiplication by an orthogonal matrix and by matrix as-
sociativity, the result is independent of the order in which
the row or column are transformed.

The layout of application of wavelet transform recur-
sively on an image is shown in Figure 2. The succes-
sive application of the transform produces an increasingly
smoother version of the original image.

Eel
; D =

(a) (b) (©) d) (e

Figure 2. (a) Layout of wavelet decomposition
(L — low-pass filter, H — high-pass filter,
level no.); (b) Original image of a Bangla hand-
written numeral; (c¢) The size normalized( 32 x
32) image; (d) and (e) Smooth...smooth com-
ponents of wavelet decompositions at reso-
lution levels 16 x 16 and 8 x 8 respectively.

j—

3. MLP classifiers
3.1. BP training of MLP classifiers

To train the MLP network we have used backpropagation
algorithm (BP) [15]. This algorithm performs a gradient

an input node with a hidden nodg at timet. Aw; (¢ —1)

is the modification amount to;, at timet — 1. n(> 0) and
a(0 < a < 1) are respectively called the learning rate and
momentum factor.

3.1.1 Dynamic selection of training samples

An important issue of BP training is that a trained MLP net-
work must have sufficient generalization capability. Tradi-
tionally, MLP networks are trained using the whole avail-
able training database — a larger training database should
result in better training of the concerned MLP. On the other
hand, more than sufficient number of presentations of the
same set of samples during its training result in overtraining
of the concerned MLP network and thus the generalization
performance of the MLP gets affected.

It may often happen that a large training database con-
sists samples all of which are not sufficiently different (dif-
fering only by a few pixels) from each other. In such situ-
ations, the MLP network may get overtrained by those pat-
terns which are almost similar. Such a situation was ob-
served during our study. Similar situations also arise in sig-
nal processing or speech processing jobs where it is usual
to consider an active learning scheme which is capable of
selecting a concise subset from the available large training
database and thus reduces both the necessary training time
and the chance of overtraining. Such an approach for dy-
namic selection of training samples is found in [16].

For the backpropagation training of our MLP networks,
we used concise training sets selected dynamically. The al-

descent in the connection weight space on an error surfacgyorithm for the selection of such a training set is given be-

defined by
1
E= - %, E,, where, (1)
By =23tk — )’ )
P= 5 pk — Ypk

k
Here P is the total number of patterns in the training set
and{t,}, {ypr } are respectively, the target and output vec-
tors corresponding to theth input pattern. The quantity
is called the system error. In BP algorithm, weight updation
rules are given by

O, (1
8wjk (t)

wi(t+1) = wjr(t) —n + alw;i(t — 1), (3)
OE,(1)
8wij (t)

wherew;(t) is the weight connecting a hidden nogle
with an output nodé while w;; (¢) is the weight connecting

wij(t+ 1) = w;;(t) —n

+ OZA’U)Z']' (t — 1) (4)
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Algorithm:
Step 1: Initialize current training subsgf;) by randomly
selecting a small fraction of the whole training datal§@ge
Step 2:Do
Train the MLP network with the current subggy
Check its current generalization performance
using the validation set.
while{generalization performance gets improyed
Step 3:Present the samples froffi’ — 7) to the MLP;
Select the next fraction of samples fraffi — T%)
for which the current MLP’s response are the worst.
Step 4:0Obtain modifiedl’s by adding these samples.
Step 5:Repeat Steps 2-4 till generalization gets improved.
Step 6:Stop.

During our simulations, it was observed that the above
approach can efficiently select considerably small number
of samples from a large training database providing equiva-
lent or slightly better generalization capability and also re-
duces the training time. During our simulations a 2.3GHz
computer took more than 75 hours CPU time to train a
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n.0025 3.1.3 Input layer size

—a—"Whaole Training Set
- % —=— Biamic T raifl sl Since for the wavelet transform, it is required to have image
\\\ sizes in powers of 2 only, each such training/test sample im-
| age has been normalized to the sk2ex 32. Daubechies
\\\N wavelet transform has been used to obtain smooth..smooth
.00t " L components of these normalized images at the resolution
. w levels16 x 16 and8 x 8. Thus each numeral sample gives
0.0005 rise to 3images 32 x 32, 16 x 16 and8 x 8. Three MLPs
have been trained by presenting samples at the three resolu-
s tion levels. So, the input layer sizes of these three MLPs are
No. of Presentations =t 1024 2 x 32), 256 (16 x 16) and 64 § x 8) respectively.

Error on Validation Set  —te.

Table 2. Training results of different MLPs (with dif-
ferent hidden layer sizes) using MNIST database; (a)
input layer size is 1024 82 x 32), (b) input layer size is

Figure 3. System errors during training using
all the training samples and the dynamically

selected training samples as afu.nctlon of the 256 (16 x 16) and (c) input layer size is 64 § x 8)
number of presentations of training samples
to the MLP @
1024 x 100 x 10 MLP network using the whole training diden | 5B g o) CaliATC
nodes on validation set Test Set Training Set
set of the MNIST database. On the other hand, the above 100 0.001682 96.42 97.89
dynamic training set selection strategy reduces the train- 300 0.001443 96.61 97.95
. . ; . 500 0.001046 97.44 98.31
ing time to less than 5 hours CPU time. Thus the time =00 0.00094€ 97 €8 T
complexity of training MLP networks using a large train- 900 0.000781 97,72 98.79
ing database gets reduced substantially. Related results have [ 1100 0.000771 97.80 98.82
) : ; 1300 0.000774 9777 98.86
been summarized in Table 1. Also, the rates at which learn-
ing progress in the two cases are shown in Fig. 3. ®
. . . Hidden E (System Error) Accuracy %
Table 1. Details of the advantages of Dynamic Selection nodes on validation set Test Set Training Set
100 0.001119 96.76 9771
150 0.001021 5722 98.58
Hidden| Dynamically E on validation set 200 DA0IRG Ik o007
d lected | 5 . Traditional 250 0.000963 97.60 98.59
nodes | selected samples Dynamic raditional 200 500057 9750 o5 el
50 1200 .00238 .00241 350 0001003 9 49 9863
100 1800 .00201 .00216
150 1800 .00168 .00172
200 2400 .00112 .00116 ©
250 2400 .00077 .00079 Hidden E (System Error) Recognition Accuracy (%)
nodes on validation set Test Set Training Set
14 0.002163 9151 97.24
o o 24 0.001704 92.60 9753
3.1.2 Termination of training 34 0.001585 93.49 92,08
a4 0001414 9470 99,18
In the literature, there exist various termination criteria for 54 0001293 95.27 98.25
backpropagation learning. In the present approach, we used gj ggg}ggg gggg gggg

a validation set for determining the termination of training.
Since usually validation sets are not exclusively provided
with the available standard databases, we randomly selected 1 4 Hidden layer size

10,000 samples from the training set of MNIST database

and 1000 samples from that of Bangla numeral databaseThe training and the recognition performance of an MLP
to form the respective validation sets. In each case, equalargely depends on the selection of the number of nodes
representation of all the 10 classes has been taken into conin its hidden layer(s). During our simulations, it was ob-
sideration. Training were terminated when the error on the served that in the present problem, an optimal performance
respective validation sets reached the minimum for the firstis achieved when only one hidden layer is considered and
three consecutive instances. its size is approximately equal to the input layer size.
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Results given in Tables 2a) — (c) justify the above  the MNIST database. The misclassification percentages on
conjecture that an optimal recognition performance can bethis set of handwritten English numerals are 1.39%, 1.40%,
achieved when the hidden layer size is approximately equall.30% and 0.76% respectively using sum, product, major-
to the size of the input layer. ity voting and weighted majority voting approaches for the
combination purpose. The rejections in these four situations
are 0.22%, 0.24%, 0.32% and 0.694% respectively. Thus
the best performance corresponds to the weighted majority

In the literature, there exists a variety of methods [17, 18] voting scheme and the above misclassification/rejection fig-
for the combination of results obtained from multiple clas- ures have been obtained by considering 1.8, 0.6 and 0.6 as
sifiers. Different classifiers usually represent different as- the different weights for the outputs of three MLPs corre-
pects of the input data, while none of them can represent allsponding to the three fine-to-coarse resolution levels. Dur-
those together. This is true regardless of whether the classiing our extensive simulations, we considered quite a few
fiers are independent or make use of orthogonal features. Irsuch sets of weights and the above set of weights was found
a few handwritten character recognition approaches such aso be the best. Consideration of the maximum weight in
[19] multiple classifiers were used for improved recognition favour of the finest resolution level is justified by the fact
accuracies. that it carries the maximum information and also the recog-

In the present article, we considered three MLP classi- nition performance of the concerned MLP is the highest.
fiers. For combining the recognition results by these three  Similar observations were made on the Bangla numeral
classifiers we simulated four different rules — sum rule, database. In this case also, the weighted majority voting ap-
product rule, majority voting and weighted majority voting. proach provided best recognition performance (1.22% mis-
classification and 0.74% rejection on a test set of 5000 sam-
ples) among the four alternative strategies.

In Table 3 and Table 4, the confusion matrices using the

An input gray-valued image of a character is first bina- Weighted majority voting approach on the test sets of re-
rized. The bounding box (minimum possible rectangle en- SPectively English and Bangla numerals are presented.
closing the character shape) of the binary image is normal-taple 3. Confusion matrix on the test set of MNIST

ized to the size32 x 32._ For bingrization we considered  45iapase using the weighted majority voting approach
Otsu’s global thresholding technique [20] and for normal-

3.2. Combination of multiple MLP classifiers

4. Recognition scheme

ization we use a linear size normalization method as d o | L ] 2 | 3] 4] 5] 6] 7 | 8] 9
scribed in [21]. No other preprocessing like tilt correction,| 0 _|99.082 g 0] 0.102 g 0] 0.204] 0.102| 0102 g
hi t id d 1 0 9859 0.264 0 0.088 0 0.088 0 0088 D0.085
smoothing etc. are considered. . _ 2 | 0097 0191 98768 0194 009 0 0 0274 0115 O
Wavelet decomposition algorithm is applied to this nor{ 0 0 0.099 98.218 0 0198 0 0099 0.099 0
malized image recursively for two times to obtdif x 16 4 N1 Sl M L
e >[5 | oo 0 0 0134 098587 02 0112 01 0102
and 8 x 8 smooth..smooth approximations of the origi- [ s | 0191 0208 003 0401 0 0.104 98.843 0 0 0
nal image. These approximations of the original image ar|? th . o0] DAy OF O2dal 0] U 98ads) Oslee) 0:000
. . . 8 021 005 0105 008 0.1 0,104 0 0.2 98.228 0101
gray-valued images and the same thresholding technique[ 0 0.029 0 0099 0,196 0.274 0 0491 0.194 97.23

applied to obtain respective binary images.
Above three §2 x 32, 16 x 16 and8 x 8 approximations)

o : . ; Table 4. Confusion matrix on the test set of ISI database
binarized images, corresponding to an input numeral, are

using the weighted majority voting approach

fed to the input layers of three MLP networks. Responsegs
at the output nodes of the three MLPs are combined usi > 5| ¥ B [ ] S| e | B ”
sum, product, majority Voting and Weighted majority VOt- o(99.052( 0030 0000 0102| 0.000f 0.000| 0.204| O102| 0102( 0.000
ing rules. In the sum and product rule, if the maximum | o0.oo0|9s.8s0| 0184 0.100) 0.138| 0.100| 0.088| 0.000| 0.088| 0.088
response is not significantly more than the second max .| oos7| 0.291| 97.868| 0.204) 0194 0.000| 0.000| 0291| 0.134| 0000
mum response, then the input numeral is considered t0 I 1oyl g goo| 0.098[se.018] 0.120] 0.198] 0.000] 0.099] 0098 0,000
rejected. On the other hand, in the majority and weighte
majority voting approaches, if the maximum votes are ob #| 0000| 0.000| 0000) 0.000) 98571| D000 0400 0.083| 0402|0205
tained by more than one class, then rejection occurs. a| 0200| 0000 0O00| 0897| 0O00|97E0R| 0224 0.214| 0192) 0202
»| 0209 0209 0104) 0104) 0000 010493643 0000 D404 0.000
5. Experimental results 4| 0000| 0000 0F81| 0000) 04195 D000 0000|S8054| 0195 0195
v| 0411 0220| 0205 0323 0105| 0205 no02| 0205 97.222| 0410
We obtained the recognition performances of each of th| | o.ooo| ooss| 1.330| 0088 0496 0.297| 0.000| 0486 0.396| 96530

four combination rules on the test set of 10000 samples of
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6. Conclusion

The present multiresolution recognition approach for
handwritten numerals is independent of the script. The
weighted majority voting approach improves the previously
reported recognition accuracy on Bangla numeral database
Its performance on English MNIST database is also compa-
rable to the existing state-of-the-art techniques. Moreover
this is fast enough for its implementations in real-life appli-
cations and it can recognize more than sixty numerals per
second on a Pentium-1V Desktop Computer.

Finally, such a multiresolution pixel image based ap-
proach can perform satisfactorily even in the presence of
moderate noise or discontinuity or small changes in orien-
tation.
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