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Abstract

A script independent recognition scheme for handwrit-
ten characters using multiple MLP classifiers and wavelet
transform-based multiresolution pixel features is presented.
We studied four different approaches for combination of
multiple MLP classifiers and observed that a weighted ma-
jority voting approach provided the best recognition per-
formance. Also, a thumb rule for the selection of network
architecture has been obtained and a dynamic strategy for
selection of training samples has been studied. The dynamic
training set selection approach often makes the training
procedure several times faster than the traditional training
scheme. In our simulations, 98.04% recognition accuracy
has been obtained on a test set of 5000 handwritten Bangla
(an Indian script) numerals. Our approach is sufficiently
fast for its real life applications and also script indepen-
dent. The recognition performance of the present approach
on the MNIST database for handwritten English digits is
comparable to the state-of-the-art technologies.

1. Introduction

Extensive research works on recognition of off-line
handwritten characters, in particular numerals, have been
carried out since the last few decades because it is a clas-
sical problem of pattern recognition and it has enormous
application potentials [1]. A wide variety of algorithms /
schemes exist for off-line recognition of isolated handwrit-
ten characters [2, 3] and each of these has their own merits
and demerits.

The existing character recognition schemes differ from
each other mainly with respect to feature selection / ex-
traction method and classifier used. Several authors con-
sidered neural networks for the classification purpose and
many high accuracy character recognition systems are neu-
ral network (NN) based [4] mainly because they perform

satisfactorily in the presence of incomplete or noisy data and
they can learn from examples. LeCun et al. [5] successfully
applied constrained backpropagation based network for the
numeral recognition task. Knerr et al. [6] showed that only
single-layer neural network may be successfully employed
for recognition of handwritten digits. The hybrid scheme of
[7] successfully used self-organizing feature map for obtain-
ing graph-representation of an input character image and
subsequently a sub-grouping was done depending on a few
shape features and final classification was performed with
the help of MLP classifiers. Shimizu et al. [8] successfully
used mirror image learning to improve the recognition ac-
curacy of auto-associative neural networks.

Possibly the most important aspect of a handwriting
recognition scheme is the selection of a good feature set
which is reasonably invariant with respect to shape varia-
tions caused by various writing styles. A large number of
feature extraction methods are available in the literature [3].
So instead of proposing another feature extraction method,
it seems justified to investigate how an existing feature ex-
traction method(s) can be used along with an intelligent
classification strategy to achieve both speed and acceptable
recognition accuracies in different scripts.

In this article, we present a detail analysis of a multi-
resolution recognition approach for isolated handwritten nu-
merals. The present approach does not consider any script
specific feature. Smooth. . .Smooth components of the in-
put numeral image at different resolutions of Daubechies’
wavelet transform are considered as the features at the re-
spective resolution levels. At each such resolution level
a distinct MLP has been used as the classifier. Simi-
lar features had been considered before in a cascaded ap-
proach [9] providing approximately 93% recognition accu-
racy on Bangla numeral database. Later, a majority voting
scheme [10] improved the recognition accuracy on Bangla
numeral database to approximately 97.2%. In the present
study, this recognition accuracy has been improved to ap-
proximately 98%. This improvement to the recognition ac-
curacy is the result of three modifications over the earlier
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approach. These modifications consist of(a) using a dy-
namic selection strategy for training samples;(b) obtaining
a thumb rule for the selection of optimal architectures of
each MLP at different resolution levels and(c) considering
a weighted majority voting scheme for the combination of
the outputs of different MLP classifiers. Each of the above
three actions contributed to the improvement of the perfor-
mance. Dynamic training set selection strategy not only sig-
nificantly reduces the time required for the training of each
MLP, additionally it marginally improves the generalization
performance. The classification accuracy provided by an in-
dividual MLP, largely depends on the number of nodes in its
hidden layer(s). During extensive simulation runs, we ob-
tained a thumb rule for determining the hidden layer size
providing a near-optimal classification performance. Fi-
nally, we considered four different strategies for combining
the results of the concerned MLPs and the best result was
obtained using a weighted majority voting scheme.

In this report, we present simulation results on two
databases of different scripts – (i) MNIST database [11] for
handwritten English numerals and (ii) ISI database [12] for
handwritten Bangla (the second most popular script in the
Indian subcontinent) numerals. Samples from each of these
two English and Bangla databases are shown in Fig. 1(a)
and Fig. 1(b) respectively. On (i) we obtained 98.546%
correct classification and 0.694% rejection on a test set of
10000 English numerals and on (ii) we obtained 98.04%
correct classification and 0.74% rejection on a test set of
5000 Bangla numerals. The speed of recognition is more
than 60 numerals per second on a PIV desktop computer.

(a) (b)

Figure 1. Typical sample sets of handwritten
numerals (a) English (b) Bangla

The rest of this article is organized as follows. In Sec-
tion 2 we describe wavelet transform-based multiresolution
features. MLP classifiers and their combination strategies
are described in Section 3. The multiresolution recognition
scheme and its various issues improving the performance
are described in Section 4. Simulation results are reported
in Section 5. Section 6 concludes the present article.

2. Wavelet descriptor for multiresolution rep-
resentation of pixel image

A wavelet transform is orthogonal and operates on an
input vector whose length is an integral power of two. This
is a fast linear operation. It generates a vector which is of the
same length but numerically different from the input vector.
Wavelet transform can be viewed as a rotation in function
space, from the input domain to a different domain. The
basis functions of the wavelet domain are called wavelets.
Wavelets are quite localized both in space and in frequency.

There exist infinitely many possible sets of wavelets and
different sets of wavelets make different trade-offs between
how compactly they are localized in space and how smooth
they are. A wavelet transform is usually implemented by a
binary tree of filters. The art of finding good wavelets lies
in the design of these set of filters which achieve the above
trade-offs and also make the perfect reconstruction of the
original signal possible.

The working principle of a wavelet transform is as fol-
lows. An input signalx is split into a lowpass or smooth
componentx0 and a highpass or detail componentx1 re-
spectively by a lowpass filterL and a highpass filterH.
Both of these two components are down-sampled in the ra-
tio 2:1. The lowpass componentx0 is then split further into
x00 andx01 by using the above filters for the second time
and these are again down-sampled in the ratio 2:1. This
process (pyramidal algorithm [13]) of splitting and down-
sampling is continued as far as required or a trivial size of
the smooth...smooth component (usually 2) is reached.

The first and simplest possible orthogonal wavelet sys-
tem is the Haar wavelet (Thesis of A. Haar, 1909). How-
ever, Daubechies [14] constructed a set of orthonormal
wavelet basis function that are perhaps the most elegant.
These wavelets are compactly supported in the time-domain
and have good frequency domain decay. This describes
the reason behind our choice of Daubechies wavelet trans-
form. The simplest member of this family of wavelets is the
Daubechies-4 wavelet which has only four coefficients
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The above coefficients form the lowpass or smoothing filter
L and another set of four coefficients

h0 = l3, h1 = −l2, h2 = l1 andh3 = −l0

form the highpass filterH. (In signal processing contextsL
andH are called quadrature mirror filters.)

A simple extension of the above principle to multidimen-
sional arrays is possible. A wavelet transform of an image,
a 2-dimensional array, is easily obtained by transforming
the array on its row index (for all values of its column in-
dices), then on its column. Each transformation corresponds
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to multiplication by an orthogonal matrix and by matrix as-
sociativity, the result is independent of the order in which
the row or column are transformed.

The layout of application of wavelet transform recur-
sively on an image is shown in Figure 2. The succes-
sive application of the transform produces an increasingly
smoother version of the original image.

(a) (b) (c) (d) (e)

Figure 2. (a) Layout of wavelet decomposition
(L → low-pass filter, H → high-pass filter, j →
level no.); (b) Original image of a Bangla hand-
written numeral; (c) The size normalized( 32×
32) image; (d) and (e) Smooth...smooth com-
ponents of wavelet decompositions at reso-
lution levels 16× 16 and 8× 8 respectively.

3. MLP classifiers

3.1. BP training of MLP classifiers

To train the MLP network we have used backpropagation
algorithm (BP) [15]. This algorithm performs a gradient
descent in the connection weight space on an error surface
defined by

E =
1
P

∑
p

Ep, where, (1)

Ep =
1
2

∑

k

(tpk − ypk)2 (2)

HereP is the total number of patterns in the training set
and{tpk}, {ypk} are respectively, the target and output vec-
tors corresponding to thep-th input pattern. The quantityE
is called the system error. In BP algorithm, weight updation
rules are given by

wjk(t + 1) = wjk(t)− η
∂Ep(t)
∂wjk(t)

+ α∆wjk(t− 1), (3)

wij(t + 1) = wij(t)− η
∂Ep(t)
∂wij(t)

+ α∆wij(t− 1) (4)

wherewjk(t) is the weight connecting a hidden nodej
with an output nodek while wij(t) is the weight connecting

an input nodei with a hidden nodej at timet. ∆wjk(t− 1)
is the modification amount towjk at timet− 1. η(> 0) and
α(0 < α < 1) are respectively called the learning rate and
momentum factor.

3.1.1 Dynamic selection of training samples

An important issue of BP training is that a trained MLP net-
work must have sufficient generalization capability. Tradi-
tionally, MLP networks are trained using the whole avail-
able training database – a larger training database should
result in better training of the concerned MLP. On the other
hand, more than sufficient number of presentations of the
same set of samples during its training result in overtraining
of the concerned MLP network and thus the generalization
performance of the MLP gets affected.

It may often happen that a large training database con-
sists samples all of which are not sufficiently different (dif-
fering only by a few pixels) from each other. In such situ-
ations, the MLP network may get overtrained by those pat-
terns which are almost similar. Such a situation was ob-
served during our study. Similar situations also arise in sig-
nal processing or speech processing jobs where it is usual
to consider an active learning scheme which is capable of
selecting a concise subset from the available large training
database and thus reduces both the necessary training time
and the chance of overtraining. Such an approach for dy-
namic selection of training samples is found in [16].

For the backpropagation training of our MLP networks,
we used concise training sets selected dynamically. The al-
gorithm for the selection of such a training set is given be-
low.
Algorithm:
Step 1: Initialize current training subset(Ts) by randomly
selecting a small fraction of the whole training database(T )
Step 2:Do

Train the MLP network with the current subsetTs;
Check its current generalization performance
using the validation set.

while{generalization performance gets improved}
Step 3:Present the samples from(T − Ts) to the MLP;

Select the next fraction of samples from(T − Ts)
for which the current MLP’s response are the worst.

Step 4:Obtain modifiedTs by adding these samples.
Step 5:Repeat Steps 2-4 till generalization gets improved.
Step 6:Stop.

During our simulations, it was observed that the above
approach can efficiently select considerably small number
of samples from a large training database providing equiva-
lent or slightly better generalization capability and also re-
duces the training time. During our simulations a 2.3GHz
computer took more than 75 hours CPU time to train a
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Figure 3. System errors during training using
all the training samples and the dynamically
selected training samples as a function of the
number of presentations of training samples
to the MLP

1024 × 100 × 10 MLP network using the whole training
set of the MNIST database. On the other hand, the above
dynamic training set selection strategy reduces the train-
ing time to less than 5 hours CPU time. Thus the time
complexity of training MLP networks using a large train-
ing database gets reduced substantially. Related results have
been summarized in Table 1. Also, the rates at which learn-
ing progress in the two cases are shown in Fig. 3.

Table 1. Details of the advantages of Dynamic Selection
of Training Samples

Hidden Dynamically E on validation set
nodes selected samples Dynamic Traditional

50 1200 .00238 .00241
100 1800 .00201 .00216
150 1800 .00168 .00172
200 2400 .00112 .00116
250 2400 .00077 .00079

3.1.2 Termination of training

In the literature, there exist various termination criteria for
backpropagation learning. In the present approach, we used
a validation set for determining the termination of training.
Since usually validation sets are not exclusively provided
with the available standard databases, we randomly selected
10,000 samples from the training set of MNIST database
and 1000 samples from that of Bangla numeral database
to form the respective validation sets. In each case, equal
representation of all the 10 classes has been taken into con-
sideration. Training were terminated when the error on the
respective validation sets reached the minimum for the first
three consecutive instances.

3.1.3 Input layer size

Since for the wavelet transform, it is required to have image
sizes in powers of 2 only, each such training/test sample im-
age has been normalized to the size32 × 32. Daubechies
wavelet transform has been used to obtain smooth..smooth
components of these normalized images at the resolution
levels16 × 16 and8 × 8. Thus each numeral sample gives
rise to 3 images –32× 32, 16× 16 and8× 8. Three MLPs
have been trained by presenting samples at the three resolu-
tion levels. So, the input layer sizes of these three MLPs are
1024 (32× 32), 256 (16× 16) and 64 (8× 8) respectively.

Table 2. Training results of different MLPs (with dif-
ferent hidden layer sizes) using MNIST database;(a)
input layer size is 1024 (32 × 32), (b) input layer size is
256 (16× 16) and (c) input layer size is 64 (8× 8)

3.1.4 Hidden layer size

The training and the recognition performance of an MLP
largely depends on the selection of the number of nodes
in its hidden layer(s). During our simulations, it was ob-
served that in the present problem, an optimal performance
is achieved when only one hidden layer is considered and
its size is approximately equal to the input layer size.
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Results given in Tables 2(a) − (c) justify the above
conjecture that an optimal recognition performance can be
achieved when the hidden layer size is approximately equal
to the size of the input layer.

3.2. Combination of multiple MLP classifiers

In the literature, there exists a variety of methods [17, 18]
for the combination of results obtained from multiple clas-
sifiers. Different classifiers usually represent different as-
pects of the input data, while none of them can represent all
those together. This is true regardless of whether the classi-
fiers are independent or make use of orthogonal features. In
a few handwritten character recognition approaches such as
[19] multiple classifiers were used for improved recognition
accuracies.

In the present article, we considered three MLP classi-
fiers. For combining the recognition results by these three
classifiers we simulated four different rules – sum rule,
product rule, majority voting and weighted majority voting.

4. Recognition scheme

An input gray-valued image of a character is first bina-
rized. The bounding box (minimum possible rectangle en-
closing the character shape) of the binary image is normal-
ized to the size32 × 32. For binarization we considered
Otsu’s global thresholding technique [20] and for normal-
ization we use a linear size normalization method as de-
scribed in [21]. No other preprocessing like tilt correction,
smoothing etc. are considered.

Wavelet decomposition algorithm is applied to this nor-
malized image recursively for two times to obtain16 × 16
and 8 × 8 smooth. . .smooth approximations of the origi-
nal image. These approximations of the original image are
gray-valued images and the same thresholding technique is
applied to obtain respective binary images.

Above three (32×32, 16×16 and8×8 approximations)
binarized images, corresponding to an input numeral, are
fed to the input layers of three MLP networks. Responses
at the output nodes of the three MLPs are combined using
sum, product, majority voting and weighted majority vot-
ing rules. In the sum and product rule, if the maximum
response is not significantly more than the second maxi-
mum response, then the input numeral is considered to be
rejected. On the other hand, in the majority and weighted
majority voting approaches, if the maximum votes are ob-
tained by more than one class, then rejection occurs.

5. Experimental results

We obtained the recognition performances of each of the
four combination rules on the test set of 10000 samples of

the MNIST database. The misclassification percentages on
this set of handwritten English numerals are 1.39%, 1.40%,
1.30% and 0.76% respectively using sum, product, major-
ity voting and weighted majority voting approaches for the
combination purpose. The rejections in these four situations
are 0.22%, 0.24%, 0.32% and 0.694% respectively. Thus
the best performance corresponds to the weighted majority
voting scheme and the above misclassification/rejection fig-
ures have been obtained by considering 1.8, 0.6 and 0.6 as
the different weights for the outputs of three MLPs corre-
sponding to the three fine-to-coarse resolution levels. Dur-
ing our extensive simulations, we considered quite a few
such sets of weights and the above set of weights was found
to be the best. Consideration of the maximum weight in
favour of the finest resolution level is justified by the fact
that it carries the maximum information and also the recog-
nition performance of the concerned MLP is the highest.

Similar observations were made on the Bangla numeral
database. In this case also, the weighted majority voting ap-
proach provided best recognition performance (1.22% mis-
classification and 0.74% rejection on a test set of 5000 sam-
ples) among the four alternative strategies.

In Table 3 and Table 4, the confusion matrices using the
weighted majority voting approach on the test sets of re-
spectively English and Bangla numerals are presented.

Table 3. Confusion matrix on the test set of MNIST
database using the weighted majority voting approach

Table 4. Confusion matrix on the test set of ISI database
using the weighted majority voting approach
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6. Conclusion

The present multiresolution recognition approach for
handwritten numerals is independent of the script. The
weighted majority voting approach improves the previously
reported recognition accuracy on Bangla numeral database.
Its performance on English MNIST database is also compa-
rable to the existing state-of-the-art techniques. Moreover,
this is fast enough for its implementations in real-life appli-
cations and it can recognize more than sixty numerals per
second on a Pentium-IV Desktop Computer.

Finally, such a multiresolution pixel image based ap-
proach can perform satisfactorily even in the presence of
moderate noise or discontinuity or small changes in orien-
tation.
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