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Abstract

This work shows experiments on the retrieval of hand-
written documents. The performance of the same state-
of-the-art Information Retrieval system is compared when
dealing with manual (no errors) and automatic (Word Er-
ror Rate around 50%) transcriptions of the same handwrit-
ten texts. The results show that, in terms of the user effort
required to find the desired items, the performance degra-
dation due to the recognition errors can be considered ac-
ceptable.

1 Introduction

Information Retrieval (IR) techniques developed for dig-
ital texts can be applied to transcriptions of handwritten
documents obtained with handwriting recognition systems.
This paper evaluates the effect of the recognition errors by
comparing the performance of the same IR system over both
manual and automatic transcriptions of the documents be-
longing to a dataset. The manual transcriptions contain no
errors and can be thought of as the clean version of the data.
The automatic transcriptions are affected by a Word Error
Rate (WER) of around 50% and can be thought of as the
noisy versions of the same documents.
The retrieval task performed in our experiments is the
Known Item Search (KIS): each query is supposed to re-
trieve a single specific document and no other documents
are considered relevant to it. Two sets of queries have been
used: the first contains the optimal queries obtained, for
each document, with the Rocchio formula (see section 4).
The second contains 40 queries produced by a user. The
handwriting recognition system used in our experiments is
based on continuous density Hidden Markov Models and
Statistical Language Models (bigrams) [12]. The retrieval
tasks have been performed with a state-of-the-art IR system
based on the Vector Space Model (VSM) [2].
The output of the system is a ranking of the documents ac-
cording to their matching with the query. In KIS, the re-

trieval process is considered successful when the Known
Item is at the first position of the ranking (i.e. the users
must check only one document to find what they are search-
ing for). The results show that, when passing from clean to
noisy data, around 15-20% of the documents ranking first
fall to lower positions. On the other hand, the difference
is reduced to less than 5% at the fifth position (see sec-
tion 4). On average, when using noisy data, 85% of the
Known Items can be found by checking less than 5 docu-
ments (90% of the cases with clean data). This means that
the additional effort required to the user because of the noise
can be considered acceptable.
The only approach to handwritten document retrieval ap-
plied so far is, to our knowledge, Word Spotting (WS), i.e.
the detection of words belonging to a query in the docu-
ments. In some cases, the words are searched after the doc-
uments have been recognized and several techniques have
been proposed to make WS more robust with respect to
recognition errors: [5] convert each handwritten word into
a stack of scores related to the dictionary entries. [8] use the
N best recognizer outputs to expand the transcriptions and
associate a probabilistic score to each term. In other cases,
the recognition is avoided and WS is performed by match-
ing query word images with the word images extracted from
the documents [3, 4, 6, 10, 11]. Word Spotting has two main
disadvantages: the first is that morphological variants of the
same word (e.g. start and starting) are considered different
even if they have the same meaning. The second is that all
the words are given the same weight even if certain terms
are more representative of the document content than oth-
ers.
Current IR approaches solve such problems (see Section 3)
and have been shown to be more effective than simple Word
Spotting [2]. For this reason, we propose in this work to ap-
ply IR technologies to the automatic transcriptions of hand-
written data. Moreover, we evaluate the effect of the recog-
nition errors on the retrieval performance by comparing the
results obtained, using the same system, over both clean and
noisy data.
The rest of this paper is organized as follows: section 2
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describes our handwriting recognition system, section 3
presents our IR approach, section 4 shows experiments and
results and section 5 draws some conclusions.

2 Handwriting Recognition

A full description of the offline handwriting recognition
system used in this work can be found in [12]. The docu-
ments are first segmented into lines that are recognized one
by one. Each line image is normalized with the technique
described in [13], then it is converted into a sequence of
feature vectors O = (o1, . . . , oL) through a sliding window
approach: a fixed width window shifts column by column
from left to right and, at each position, a feature vector is
extracted (see [12] for details about the feature extraction
process).
The recognition approach is based on continuous density
Hidden Markov Models (HMM) and Statistical Language
Models (SLM) and corresponds to finding the word se-
quence Ŵ = {w1, w2, . . . , wM} maximizing the a poste-
riori probability p(W |O):

Ŵ = arg max
W

p(O|W ) · p(W )

p(O)
(1)

and since p(O) is constant during the recognition, the last
equation can be rewritten as follows:

Ŵ = argmax
W

p(O|W ) · p(W ). (2)

where it is possible to see the role played by the two
available sources of information (handwritten data and lan-
guage). The term p(O|W ) is estimated with continuous
density HMMs and it models the handwritten data. The
term p(W ) can be interpreted as the a priori probability
of sentence W being written and it is estimated with Sta-
tistical Language Models (SLM). The role of the SLM is
to constrain the search space by giving probability signifi-
cantly different from zero to as few sentences as possible.
The SLM used in this work is a bigram model and p(W ) is
expressed as follows:

p(W ) =

M
∏

i=1

p(wi|wi−2, wi−1) (3)

where M is the number of words in W . The bigram is an
example of a more general class of models called N -grams,
the most successful and widely applied Statistical Language
Model [7]. In practice, N is never higher than three and we
used the bigrams because (as shown in [12]) the low number
of words per line (the average is around 10) makes it diffi-
cult for the trigrams to significantly outperform bigrams.

3 Information Retrieval

The IR system used in this work is based on a state-of-
the-art approach commonly applied for digital texts and no
modifications have been made to deal with the recognition
errors. The texts are first preprocessed: all non-alphabetic
characters are removed (digits, punctuation marks, etc.) re-
sulting in a stream of words that is given as input to the
normalization. This last is supposed to remove the vari-
ability unuseful to the retrieval process and it is performed
through two steps: stopping and stemming. The first step
is the removal of all words supposed to be poorly related to
the document content (articles, prepositions, words of com-
mon use like to have or to be, etc.). Stopping results, on
average, in the elimination of around 50% of the words in
a database. The stemming is the replacement of all mor-
phological variants of the same word (e.g. connection, con-
nected, connecting) with their stem (connect). On average,
the stemming reduces the size of the dictionary (the list of
unique terms appearing in the database) of around 30%.
After the normalization, the documents are available as
streams of terms. This is not a suitable form for the retrieval
process and the texts must be given a different representa-
tion through an indexing procedure. Our system is based
on the Vector Space Model (VSM) [2]: the documents are
represented as vectors where each component accounts for
a term. This allows one to represent the database with the
so-called term by document matrix where each column cor-
responds to a document and each row corresponds to a term.
The generic element A(i, j) can be written as a product:

A(i, j) = L(i, j) · G(i) (4)

where L(i, j) is a local weight taking into accout only in-
formation contained in document j and G(i) is a global
weight using information extracted from the whole database
(see [9] for a survey on weighting functions).
In this work, several weighting schemes are used: the first,
called binary, has G(i) = 1 and L(i, j) = 1 when term i is
present in document j (0 otherwise). The second is referred
to as tf and has G(i) = 1 and L(i, j) = tf(i, j), where
tf(i, j) is the term frequency, i.e. the number of times term
i appears in document j. The third is the tf ·idf weighting
scheme, where L(i, j) is the term frequency tf(i, j), and
G(i) is the inverse document frequency idf(i):

idf(i) = log

(

N

Ni

)

(5)

where N is the total number of documents in the database
and Ni is the number of documents containing term i. The
fourth is associated with the Okapi formula and it is de-
scribed below.
The previous steps are performed once for a given database
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and represent the offline part of the IR process. The on-
line part consists of the matching between the queries (short
texts expressing user information needs) and the database
documents. The matching is performed through a measure
giving as output the Retrieval Status Value (RSV) of a doc-
ument d given a query q. Several matching measures are
available in the literature. In this work we used the cosine
between query and document vectors:

RSV (q, d) =
q · d

||q|| · ||d||
(6)

as well as the Okapi formula:

RSV (q, d) =
∑

i:ti∈{ql}

(k + 1) · tf(i, d) · idf(i)

k · [1 − b + b · ndl(d)] + tf(i, d)

(7)
where the sum is performed over the terms belonging to
the query, k and b are hyperparameters, and ndl(d) is the
normalized length of document d (the actual length divided
by the average document length in the database). Each ad-
dend of the sum in the Okapi formula can be thought of as a
component of the document vector d. Such representation
is peculiar of the use of the Okapi formula.
The RSV is used as a criterion, given a query, to rank all the
documents of the database. The relevant documents (i.e.
the texts satisfying the information need expressed with the
query) are expected to be at the top ranking positions.

4 Experiments and results

This section describes the KIS experiments performed
in this work. Two different sets of queries have been used
and the results show that, even if the WER is close to 50%,
the recognition errors make necessary only a moderate ad-
ditional user effort to find the items they are looking for.
The next subsections are organized as follows: section 4.1
describes the data, and section 4.2 presents the retrieval re-
sults.

4.1 The data

The experiments performed in this work are based on
the Reuters-21578 database [1], a well known and widely
applied Text Categorization benchmark. The collection has
been split into training (9603 documents) and test set (3299
documents) following the Modapté protocol [1]. A set of
250 documents has been randomly selected from the test
set and it has been manually written by a single person.
This resulted in a collection of handwritten documents that
has been partitioned into training (50 documents) and test
set (200 documents). The total number of words is 31,484
(5,789 in the training set and 25,695 in the test set).

1 2 3 4 5 6 7 8 9 10
45

50

55

60

65

70

75

80

85

90

95

100

rank

cu
m

ul
at

iv
e 

pr
ob

ab
ili

ty
 (

%
)

Cumulative Distribution (cosine over optimal queries)

Binary
tf
tf⋅ idf

Figure 1. Retrieval performance over optimal
queries using the cosine. The clean texts re-
sults are not reported because the clean texts
are always at the top of the ranking. Three
document representations are used.

The handwriting recognition system and the language
model have been trained using the techniques shown in [12].
The resulting recognizer has a WER of 44.2% on the test
set. The substitution rate is 35.6%, the insertion rate is 0.3%
and the deletion rate is 8.6% (the lexicon size is 20,000).
The original 200 texts extracted from the Reuters test set are
the clean data, while their transcriptions affected by recog-
nition errors are the noisy version of the same data.

4.2 Information Retrieval Results

The aim of this work is to evaluate the effect of the recog-
nition errors on the performance of an IR system. For this
reason we measure the performance of the same IR process
in a KIS retrieval task using both clean and noisy versions of
the same data. The KIS task is based on two different sets
of queries. The first query set is obtained as follows: for
each clean document j we compute the optimal query q̂(j)
that should be submitted to the system in order to retrieve it.
By optimal, it is meant the query that gives the document j

an RSV higher than any other document in the data set. In
other words, when the documents are ranked according to
such query, dj will occupy the first position. The optimal
query can be obtained with the Rocchio formula [2]:

q̂ =
1

|R|

∑

∀dj∈R

dj −
1

N − |R|

∑

∀dj /∈R

dj (8)
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Figure 2. Retrieval performance over optimal
queries using the Okapi formula. The clean
texts results are not reported because the
clean texts are always at the top of the rank-
ing. Only one document representation can
be used.

where R is the set of the documents relevant to q̂ and N is
the total number of documents in the database. The optimal
query q̂(j) for document dj is found when R = {dj}. The
optimal queries can be extracted from the clean database
and then applied to both clean and noisy versions of the
data. When the q̂(j) queries are used on the clean data, the
document j is always at the first position of the RSV rank-
ing (see section 3). When they are used on the noisy data,
some documents, because of the recognition errors, occupy
lower positions. The distribution of the relevant documents
percentage as a function of the position can thus be used as
a measure of the noise effect.
The results are shown in Figure 1 (for cosine) and Figure 2
(for Okapi formula) for different document representations.
The plots show that at least 80% of the documents (89% in
the best case) rank first also when they are affected by noise,
thus, in most of the cases, the retrieval process is robust with
respect to the recognition errors. This is furtherly confirmed
by the fact that for both matching measures (independently
of the representation) less than 5% of the documents fall af-
ter the fifth position.
Further results have been obtained by using a set of 40
queries written by a user. Each query is supposed to re-
trieve a Known Item and the evaluation is performed as in
the previous experiments. The results are shown in Fig-
ure 3 (for cosine) and Figure 4 (for Okapi formula): also in
this case, there is a loss of around 15% at the first position,
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Figure 3. Retrieval performance over non-
optimal queries using the cosine. Three doc-
ument representations are used.

but after the five top ranking texts, the difference is less than
5%. This seems to confirm the results obtained with opti-
mal queries and suggests that the IR process is substantially
robust with respect to noise: the additional user effort re-
quired to retrieve the Known Items in presence of noise can
be considered acceptable.

5 Conclusions and Future Works

This paper presented experiments on the retrieval of
handwritten documents. The effect of the recognition er-
rors on the retrieval performance has been measured by
comparing the results of the same IR system when dealing
with both manual and automatic transcriptions of handwrit-
ten documents. To our knowledge, previous works concen-
trated on detecting keywords in the handwritten transcrip-
tions [6][8][10] rather than on actually applying IR tech-
niques. Moreover no comparison has been made, to our
knowledge, between IR performances over clean and noisy
versions of the same texts.
The results show that in 85% of the cases (when using noisy
data), the user can find the desired item by browsing less
than five documents of the database. This represents an ac-
ceptable loss with respect to the clean text case, where the
same result is achieved in 90% of the cases. This suggests
that the user effort required to identify the searched item is
only slightly increased by the presence of recognition er-
rors. The experiments have been performed using both op-
timal and non-optimal queries (see section 4) and the results
are similar in both cases.
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Figure 4. Retrieval performance over non-
optimal queries using the Okapi formula.
Only one representation can be used.

The above results suggest that the retrieval process is robust
with respect to the recognition errors even if the WER is
close to 50%. As a future work we plan to perform more
retrieval experiments (using queries with more than one rel-
evant document) and to increase the size of our database in
order to further support such conclusion.
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