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Abstract

In online character recognition based on elastic match-
ing, such as dynamic programming matching, many of mis-
recognitions are often caused by overfitting, which is the
phenomenon that the distance between reference pattern
of an incorrect category and an input pattern is underes-
timated by unnatural matching. In this paper, a new recog-
nition technique is proposed where category-specific defor-
mations, called eigen-deformations, are utilized to suppress
those misrecognitions. Generally, matching results at over-
fitting are not consistent with the eigen-deformations. Thus,
the overfitting can be detected and penalized by a posterior
evaluation of this inconsistency. The result of a recogni-
tion experiment showed the usefulness of the proposed tech-
nique.

1 Introduction
In online character recognition, elastic matching, or non-

linear time warping, has been employed for matching in-
put and reference patterns while compensating the deforma-
tions of their strokes. Dynamic programming (DP) match-
ing is one of the most common elastic matching techniques
and has been employed in not only classic [1, 2, 3] but also
recent [4] online character recognizers. A probabilistic ex-
tension of DP, called Hidden Markov model (HMM), has
also been widely employed [5, 6, 7].

Although good performance of those elastic matching-
based online character recognizers has been reported, it has
also been pointed out that their performance is often de-
graded due to overfitting, which is the phenomenon that the
distance between the reference pattern of an incorrect cate-
gory and an input pattern is underestimated due to unnatural
matching. For example, an input pattern “1” might be mis-
recognized as “7” by matching the horizontal part of refer-
ence pattern “7” to the beginning part of “1”. Unfortunately,
DP matching has a limitation on incorporating constraints
to exclude overfitting, because of its Markovian property.
Specifically speaking, DP can incorporate local constraints
to control the relation between non-consecutive points, and
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can not incorporate global constraints effective to exclude
overfitting. Even sophisticated versions of DP matching,
such as HMM [5, 6, 7] and statistical DP [4], have the same
limitation.

In this paper, a new DP-based online character recogni-
tion technique with less misrecognitions due to overfitting
is proposed. The central idea of the proposed technique is
to employ a posterior evaluation procedure where category-
specific deformations, hereafter called eigen-deformations,
are utilized. For example, in category “7”, the slant of its
(near-)vertical part is often observed. Thus, this slant can
be considered as an eigen-deformation of “7”. On the other
hand, severe shrinkage of the horizontal part is rarely ob-
served and thus not an eigen-deformation of “7”. This in-
tuitive example suggests that the matching results at over-
fitting are not consistent with the eigen-deformations and
therefore the overfitting can be detected and penalized by
evaluating this inconsistency. As we can see later in this pa-
per , the eigen-deformations can be estimated automatically
by using elastic matching and principal component analysis
(PCA). Figure 1 is the diagram of the proposed technique.

The original idea of estimating deformation tendencies
by PCA can be found in [8] and has been successfully ap-
plied to off-line handwritten character recognition [9, 10,
11]. Note that, while the proposed technique is based on
DP matching, it can be readily extended to HMM and even
other elastic matching schemes, such as local affine trans-
formation (LAT) [12].
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2 Estimation of Eigen-Deformations

In this section, the procedure for estimating eigen-
deformations is provided. This procedure is divided into
two steps: (i) the automatic collection of actual deforma-
tions by DP matching, and (ii) the analysis of the deforma-
tions by PCA. The following is the detail of the procedure.

2.1 Collection of actual deformations using DP
matching

Let Rc = r1, r2, . . . , ri, . . . , rI denote the reference
pattern of category c and T c,n = t1, t2, . . . , tj , . . . , tJ de-
note the nth training pattern of category c, where n =
1, . . . , Nc and c = 1, . . . , C. Although ri, tj , I , and J
should be denoted like rc,i, tc,n,j , Ic, and Jc,n, simpler
notations are used whenever there is no confusion. The
feature vectors ri and tj are composed of x-coordinate, y-
coordinate, and local direction, and thus can be denoted as
ri = (xr

i , y
r
i , d

r
i )

T and tj = (xt
j , y

t
j , d

t
j)

T .
The problem of the elastic matching between two pat-

terns Rc and T c,n is defined as the following constrained
optimization problem.
[Objective function]

1
I

I∑
i=1

∥∥ri − tj(i)

∥∥ → minimize

[Control variables]

j(1), . . . , j(i), . . . , j(I)

[Constraint] 


j(i) − j(i − 1) ∈ {0, 1, 2}
j(1) = 1
j(I) = J

where ‖x‖ is the Euclidean norm of vector x. This problem
can be solved effectively by a DP algorithm (whose detail
is omitted here).

Let D0(Rc, T c,n) denote the minimum value of the ob-
jective function, i.e.,

D0(Rc, T c,n) = min
j(1),...,j(i),...,j(I)

1
I

I∑
i=1

∥∥ri − tj(i)

∥∥ .

(1)
This value D0 is a deformation-invariant distance between
Rc and T c,n, and thus has been employed as a discriminant
function robust to deformations. The recognizer based on
D0, however, suffers from overfitting as shown in Section 4
and 5.

Using j(1), . . . , j(I), which show the optimal matching
between two patterns Rc and T c,n, the 2I-dimensional dis-

D0     = 0.844D0     = 0.789

reference : 5(c=8)
input         : 9

reference : 9(c=19)
input         : 9

<

Figure 2. Example of misrecognitions due to
overfitting. The parenthesized value of c is
the reference pattern number c of Fig 3.

placement vector 1 can be obtained as

vc,n =
(
(xr

1 − xt
j(1), y

r
1 − yt

j(1)), . . . ,

(xr
i − xt

j(i), y
r
i − yt

j(i)), . . . ,

(xr
I − xt

j(I), y
r
I − yt

j(I))
)T

. (2)

This displacement vector represents the deformation of
T c,n from the standard shape Rvecc. Thus, by matching
the reference pattern Rc to all training patterns, Nc actual
deformations of category c, {vc,n|n = 1, . . . , Nc}, are au-
tomatically collected.

2.2 Estimation of eigen-deformations

The eigen-deformations of category c are frequent de-
formations of the category, and thus defined as the princi-
pal axes of distribution of the displacement vectors {vc,n}
in M -dimensional space, where M = 2I . Namely,
the eigen-deformations are estimated by applying PCA to
Nc displacement vectors {vc,n}. Specifically, the eigen-
deformations are derived as the eigenvectors {uc,m|m =
1, . . . , M} of the covariance matrix:

Σc =
1

Nc

Nc∑
n=1

(vc,n − vc)(vc,n − vc)T , (3)

where vc is the mean vector of {vc,n}, i.e.,

vc =
1

Nc

Nc∑
n=1

vc,n. (4)

The contribution, or the frequency, of the eigen-deformation
uc,m can be measured by its corresponding eigenvalue
λc,m, where λc,m ≥ λc,m+1. Thus, uc,1 represents the
most frequent eigen-deformation of category c.

1Since all training patterns are aligned to the same reference pattern
Rc, the dimension of their displacement vectors is always equal to 2Ic,
regardless of their length Jc,n.
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Figure 3. Reference patterns. Multiple reference patterns were prepared for several categories with
stroke-order and/or heavy shape variations (e.g.,“8”). The parenthesized number represents Nc.

3 Recognition Using Eigen-Deformations
Online character recognition within the framework of

the conventional DP matching suffers from misrecognitions
due to overfitting. An example of such misrecognitions is
shown in Fig 2, where the input pattern “9” is misrecog-
nized as “5” by D0 underestimated by the unnatural match-
ing, i.e., the overfitting, between “9” and “5”. Such overfit-
ting is caused by the regardlessness of category-dependent
deformation tendencies during DP matching. In fact, the
unnatural matching of this example is not consistent with
the deformation tendencies of category “5”.

In this section, a new DP matching-based online char-
acter recognition technique is described, where the eigen-
deformations are newly employed to suppress the misrecog-
nitions due to overfitting. The proposed recognition tech-
nique is composed of the following four steps.

1. Perform the conventional DP matching between Rc

and an unknown input pattern E to obtain D0(Rc, E)
and optimal matching j(1), . . . , j(I).

2. Derive the displacement vector v from j(1), . . . , J(I)
(cf.(2)).

3. Calculate Pc(v), which evaluates the inconsistency be-
tween v and the eigen-deformations of category c.

4. Perform the discrimination according to a new distance

Deigen(Rc, E) = (1 − α)D0(Rc, E) + αPc(v) (5)

where α is a constant(0 ≤ α ≤ 1).

The posterior evaluation term Pc(v) is defined as

P (Rc, E) =
1
I

√
p(Rc, E), (6)

where p(Rc, E) is the quadratic Mahalanobis distance be-
tween vc and v, i.e.,

p(Rc, E) = (v − vc)T Σ−1
c (v − vc)

=
M∑

m=1

1
λc,m

((v − vc)T uc,m)2. (7)

In the case of overfitting, the displacement vector v will not
be consisted with the eigen-deformations of category c and
thus Pc(v) becomes large. This means that Deigen(Rc, E)
also becomes large and the input E will not be discrimi-
nated into category c. Consequently the misrecognition due
to overfitting can be suppressed.

It is well known that the estimation errors of higher-
order eigenvalues are amplified in (7). Thus, in practice,
the quasi-Mahalanobis distance [13] is employed, where the
higher-order eigenvalues λc,m (m = M ′ + 1, . . . , M) are
replaced by λc,M ′+1, i.e.,

p(Rc, E)

∼
M ′∑

m=1

1
λc,m

((v − vc)T uc,m)2

+
M∑

m=M ′+1

1
λc,M ′+1

((v − vc)T uc,m)2

=
1

λc,M ′+1
‖v − vc‖2

+
M ′∑

m=1

(
1

λc,m
− 1

λc,M ′

)
((v − vc)T uc,m)2. (8)
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Figure 4. Reference pattern deformed by the first three eigen-deformations.

While various methods for determining the parameter
M ′ can be considered, the smallest M ′ which satisfy∑M ′

m=1 λc,m/
∑M

m=1 λc,m ≥ 0.9 was used in the recogni-
tion experiment of the next section.

4 Experimental Results

4.1 Dataset

About 10,000 isolated online digit samples from the
UNIPEN format database called Ethem Alpaydin Digit[14]
were used in our experiment. This database consists of
7,494 training samples (i.e., about 750 samples per cate-

gory) and 3,498 test samples (i.e. 350 samples per cate-
gory). The training samples were used as T c,n for estimat-
ing eigen-deformations and the test samples were used as
unknown input patterns E.Note that 30 writers of the train-
ing samples are independent of 14 writers of the test sam-
ples.

All samples were preprocessed as follows. First, each
pen-up part was connected by a line segment in order to
eliminate stroke-number variations. Thus, all character pat-
terns subjected to the experiment were one-stroke charac-
ters. Then, their size was normalized to 128×128, keeping
aspect ratio. Finally, resampling was performed so that the
distance between consecutive points became constant.
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Table 1. Major misrecognitions decreased by
Deigen (a), and increased by Deigen (b).

(a)

input→ #misrecog. #diff
result D0 Deigen

“9”→“5” 10 1 9
“0”→“8” 16 9 7
“1”→“7” 6 0 6
“2”→“7” 6 1 5
“3”→“7” 9 6 3

(b)

input→ #misrecog. #diff
result D0 Deigen

“7”→“9” 8 12 4
“5”→“9” 5 8 3
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Figure 5. Recognition rate.

4.2 Reference patterns

After observing all training patterns, reference patterns
Rc were designed manually. For categories with stroke-
order and/or heavy shape variations (i.e., “1”, “4”, “5”, “7”,
“8”, and “9”), multiple reference patterns were prepared.
The reference patterns were also normalized and resampled
one-stroke characters like input patterns. Figure 3 shows
all 21 reference patterns. As indicated by the fourth refer-
ence pattern of digit “8”, the training patterns include many
unusual patterns.

Note that there are some “gaps” between the test sam-
ples and the training samples because of their writer-
independence. For example, although the training samples
include 48 samples similar to the third reference pattern of
“8” ( which is written in inverse direction), the test samples
include no such sample. In addition, the test samples in-
clude only one sample similar to the fourth reference pattern
of “8”. As shown in 4.4, the performance of the proposed
technique was degraded due to these gaps.

D0     = 0.889
P      = 0.366
Deigen = 0.654

D0     = 0.858
P      = 0.544
Deigen = 0.716

reference : 7(c=12)
input         : 1

reference : 1(c=2)
input         : 1

(a)

>

>

D0     = 0.844
P      = 0.198
Deigen = 0.553

D0     = 0.789
P      = 0.427
Deigen = 0.626

reference : 5(c=8)
input         : 9

reference : 9(c=19)
input         : 9

(b)

>

>

Figure 6. Samples correctly recognized by the
proposed technique.

4.3 Estimated eigen-deformations

For the digit with one reference pattern (i.e., “0”, “2”,
“3”, and “6”) the estimation of the eigen-deformations were
performed according to the procedure of Section 2. Namely,
DP matching was firstly performed between the reference
pattern Rc and every training pattern T c,n for collecting
Nc displacement vectors {vc,n|n = 1, . . . , Nc} of category
c. The collected vectors were then subjected to PCA and
the eigen-deformations {uc,m} and corresponding eigen-
values {λc,m} were obtained. On the other hand, the digit
with K(> 1) reference patterns (i.e., “1”, “4”, “5”, “7”,
“8”, and “9”), its training patterns were firstly decomposed
into K subsets by the minimum-distance discrimination ac-
cording to the DP matching distance between each training
pattern and those K reference patterns. Then, for each of
K reference patterns, eigen-deformations were estimated
using the training patterns belonging to the corresponding
subset.

Figure 4 shows reference patterns deformed by the top
three eigen-deformations uc,1, uc,2, and uc,3. From this
figure, it is suggested that the eigen-deformations estimated
in the proposed framework are “reasonable”. That is, defor-
mations frequently observed in actual characters were de-
tected as primary eigen-deformations. For example, the first
eigen-deformation of “0” (c = 1) represents the variations
of beginning point. In “6” (c = 11), the first, the second,
and the third eigen-deformations represent the variations of
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global slant angle, the height of the loop part, and the width
of the loop part, respectively.

4.4 Recognition result

Figure 5 shows the recognition rates of the proposed
technique as a function of α. When α = 0, the proposed
technique is reduced to the conventional technique, i.e., the
minimum distance discrimination with D0. The highest
recognition rate was 98.2% and higher than 97.4% of the
conventional technique. Their difference 0.8% consisted of
35 improved samples and 8 degraded samples.

Table 1 (a) shows major improved samples, which are
correctly recognized by the proposed technique (Deigen)
and misrecognized by the conventional technique (D0).
Fig. 6 shows two examples of those improved samples.
These examples clarify the ability of the proposed technique
on the suppression of misrecognitions due to overfitting.
The input pattern “1” of Fig. 6(a) was originally misrec-
ognized as “7”, because the distance D0 between “1” and
the reference pattern “7” was underestimated by overfitting.
The posterior evaluation term P , however, could detect this
overfitting (i.e., became larger) and finally the test sample
“1” was correctly recognized by Deigen. In Fig. 6(b), since
the deformation that the curving part of “5” becomes closer
to its top horizontal part is rarely observed in training pat-
terns, the term P became larger at the matching between
“5” and “9”.

Table 1 (b) shows the degraded samples, which are mis-
recognized by the proposed technique and correctly recog-
nized the conventional technique. By observing the mis-
recognition pairs of “7” and “5”, it was found that the
shapes of those “7”s are rarely found in training samples.
(As noted in 4.2, there are gaps between the test and the
training patterns.) Thus, the eigen-deformations, which are
estimated from the training samples, can not cover the de-
formations of those misrecognized “7”s . A possible rem-
edy to reduce such misrecognitions will be the use of rich
training patterns covering all deformations.

5 Conclusion

A new elastic matching-based online character recogni-
tion technique was proposed. In the technique, category-
specific deformations, called eigen-deformations, are em-
ployed to suppress misrecognitions due to overfittng.
Specifically, a posterior evaluation procedure is incorpo-
rated into an elastic matching-based recognizer for de-
tecting and penalizing overfitting by the divergence from
the eigen-deformations. The results of the experiment
with about 10,000 online numeral patterns showed that (i)
reasonable eigen-deformations can be automatically esti-
mated by elastic matching and principal component anal-

ysis (PCA) and (ii) higher recognition rates can be attained
by suppressing the misrecognitions due to overfitting.
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